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We report a search for Standard Model Higgs to WW ™ production in two charged lepton (e,u) and
two neutrino final state in pp collisions at /s = 1.96 TeV. The data were collected with the CDF II
detector at the Tevatron collider at Fermilab and correspond to an integrated luminosity of 1.9 fb~ !,
The Matrix Element method is used to calculate the event probability and construct a likelihood ratio
discriminator. We find 522 candidates with an expectation of 513+41 background and 7.8+0.6 signal
for Higgs mass 160GeV/c? at next-to-next-to-leading logarithmic level calculation. The observed
95% C.L. limit is 0.8 pb which is 2.0 times the Standard Model prediction while the median of
expected limit is 3.1*_'(1]:3 with systematics included. Results for 9 other Higgs mass hypotheses
ranging from 110GeV/c> to 200GeV/c> are also presented.

PACS numbers:



I. INTRODUCTION

The Higgs boson is introduced into Standard Model through Higgs Mechanism to explain the electroweak symmetry
breaking and the origins of particle mass. The current precision electroweak measurements tell us that the mass of
the Standard-Model Higgs boson is lower than about 144 GeV/c? (one-sided 95 percent confidence level upper limit)
and increases to 182 GeV/c? when including the LEP-2 direct search lower bound limit 114 GeV/c?(95% CL limit)[1].
For this analysis we focus on gluon fusion production of Higgs through WW™* channel which is the dominant channel
for mg > 135 GeV/c?[2]. The small production cross section, e.g. onnrr(H — WW*) = 0.388pb at mpg =160
GeV/c?[3]), makes it challenging to be directly observed in hadron collider environment.

In this note, we present a search of gg = H — WW* — It1 v, where I* = e, p or 7 with final states ete™, et pT
and ptp—. We use 1.1 fb™" of integrated luminosity collected by the CDF II detector at the Fermilab Tevatron with
collisions at /s = 1.96 TeV. The Matrix Element method is developed to calculate the event probability density for
signal and background processes by using leading order matrix elements from MCFM][4] package.

The analysis strategy is to use a common event selection for 10 different Higgs mass hypotheses between 110GeV /c?
to 200 GeV/c?. For each Higgs mass point, an event-by-event likelihood ratio discriminator is constructed from event
probability as a final observable.

II. DETECTOR DESCRIPTION

The components of the CDF II detector relevant to this analysis are described briefly here; a more complete
description can be found elsewhere [5]. The detector geometry is described by the azimuthal angle ¢ and the pseudo-
rapidity n = —In(tan6/2), where 6 is the polar angle of a particle with respect to the proton beam axis (positive
z-axis). The pseudo-rapidity of a particle originating from the center of the detector is referred to as 7get-

The trajectories of charged particles are reconstructed using silicon micro-strip detectors [6, 7] and a 96-layer open-
cell drift chamber (COT) [8] embedded in a 1.4 T solenoidal magnetic field. For |nqet| < 1, a particle traverses all 96
layers of the COT; this decreases to zero at |nqet| = 2. The silicon system provides coverage with 6 (7) layers with
radii between 2.4 cm and 28 cm for [1ges| < 1.0 (1.0 < |nge¢| < 2.0). Outside of the solenoid are electromagnetic (EM)
and hadronic (HAD) sampling calorimeters segmented in a projective tower geometry. The first hadronic interaction
length (A) of the calorimeter, corresponding to 19-21 radiation lengths (Xj), uses lead absorber for measuring the
electromagnetic component of showers, while the section extending to 4.5-7 A uses iron to contain the hadronic
component. The calorimeters are divided in a central (|nqet] < 1) and forward (1.1 < |9qet| < 3.64) region. Shower
maximum detectors (SMX) embedded in the electromagnetic calorimeters at approximately 6 X, help in the position
measurement and background suppression for electrons. Outside of the central calorimeters are scintillators and
drift chambers for identifying muons as minimum ionizing particles which are divided into central (|nget| < 0.6) and
extended (0.6 < |nqet| < 1.0) regions. We use three complementary track pattern recognition algorithms which are
distinguished by their starting point in COT, silicon, or projection from calorimeter energy cluster to interaction
region.

III. LEPTON IDENTIFICATION

In order to maximize signal acceptance and suppress backgrounds from jets and photons misidentified as leptons,
we use two(four) categories of electrons(muons). A seventh category, based on central tracks that are not fiducial
to calorimeters or muon detectors, is used as either an electron or muon in forming H — WW™* candidates. The
resulting seven categories exploit essentially all the tracks and electromagnetic calorimeter clusters available.

All leptons are required to be isolated such that the sum of the E7 for the calorimeter towers in a cone of AR =

(An)? + (A¢)? < 0.4 around the lepton is less than 10% of the electron Er or muon pr. The transverse energy Er
of a shower or calorimeter tower is Esin§, where E is the associated energy. Similarly, pr is the component of track
momentum transverse to the beam line.

Electron candidates are required to have a ratio of HAD energy to EM energy consistent with originating from an
electromagnetic shower and are further divided into two central and two forward categories. Both central electron
categories require a well-measured COT track satisfying pr > 10 GeV /¢ which is fiducial to the central SMX and
matched to a central EM energy cluster. The more stringent category additionally requires a matching cluster in
the shower maximum detector, the energy sharing between towers to be small, and the ratio for shower energy F
to track momentum p to be less than 2.5 4+ 0.0015FE7. Forward electrons are required to be fiducial to the forward
SMX detector and their energy deposition in both the calorimeter towers and SMX detector must be consistent with



an electron shower shape. One of the calorimeter seeded tracks need to be matched to a silicon track to reduce the
photon background.

Muons are identified by either a charged track matched to a reconstructed track segment (“stub”) in the central
or extended muon chambers or as a stubless minimum ionizing particle fiducial to the central or forward calorimeter.
All muons are required to deposit less than 2+ max(0,0.0115(p — 100)) GeV in the EM and 6 + max(0,0.028(p — 100))
GeV in the HAD calorimeters. In addition, stubless muons are required to have at least 0.1 GeV in total calorimeter
energy. For |nges| < 1.2, strict requirements on the number of COT hits and the x? of the track fit are placed on the
muon tracks in order to suppress kaon decay-in-flight backgrounds. The category of stubless muons with |nget| > 1.2
requires that at least 60% of the COT layers crossed by the track have hits. In order to suppress background from
cosmic rays, the track’s point of closest approach to the beamline must be consistent with originating from the beam.

The final category of leptons are constructed from tracks which are not fiducial to the SMX detectors nor identified
as stubbed muons. The requirements for the tracks are the same as stubless muons with |7qet| < 1.2, but without any
of the calorimeter requirements. Due to the lack of calorimeter information, electron and muons cannot be reliably
differentiated in this region, and are therefore treated as having either flavor in the Higgs candidate selection. If
an electron or non-fiducial track candidate is consistent with being due to a photon conversion as indicated by the
presence of an additional nearby track, the candidate is vetoed.

To identify the presence of a Higgs boson decaying to two neutrinos, we use the missing transverse energy K, =
|>°; E7,i ur,;|, where the fiy; is the transverse component of the unit vector pointing from the interaction point to
calorimeter tower 4. The 1 is corrected for muons which do not deposit all of their energy in the calorimeter.

The Higgs candidate events are required to pass one of four online trigger selections implemented in three successively
more stringent levels. The final central electron requirement is an EM energy cluster with Ep > 18 GeV matched to
a track with pr > 8 GeV/c. Muon triggers are based on information from either of the two muon chambers matched
to a track with py > 18 GeV/c. The fourth trigger which accepts forward electrons with an Er > 20 GeV EM energy
cluster and an online measurement of the B, > 15 GeV[9].

IV. BASE SELECTION

We define a common Base selection for different Higgs mass observation. The llv7 candidates are selected from two
opposite-sign leptons. At least one lepton is required to satisfy the trigger and have Er > 20 GeV (pr > 20 GeV /c) for
electrons (muons). We loosen this requirement to > 10 GeV (GeV/c) for the other leptons to increase Higgs kinematic
acceptance. The z-positions of all the leptons in a candidate at the point of closest approach to the beam-line are
required to be within 4 ¢m of each other. The invariant mass of two leptons is required to be greater than 16 GeV/c?.

There are several sources of background: Drell-Yan where the measured with large B, is due to resolution tails,
WZ — lllv where one lepton is lost, WW — llvw, tt — bbllvy, and W~ and W4jets where a photon or jet is
misidentified as a lepton. Because of the significant backgrounds from W~ and W+jets, we apply the addition
isolation requirement on the leptons that the sum of the track pr in a cone for AR < 0.4 around each lepton is less
than 10% if the electron E7 or muon pr.

To suppress the Drell-Yan background, we require Br .. > 25 GeV, where Hr . is defined to be:

B _[ By if A¢(H,lepton,jet) >
Tspec = | Hopsin(A¢(Br,lepton, jet)) if A¢(Hr,lepton,jet) <

INEINVE

This definition is a requirement that the E_’T transverse to each lepton or jet in the event is at least 25 GeV if E-’T points
along that object, so that losing energy from just one such object in an event would not allow it to enter the sample.
In order to suppress the effect of mis-measurement of the unclustered energy, we require that ET&g =H/>.Er >

2.5 GeV%, which is based on the fact that the calorimeter energy resolution is a approximately proportional to the
square root of the total energy.

We further require the candidates to have less than 2 jets with pr > 15 GeV and |n| < 2.5, in order to suppress
tt backgrounds, M,+,~ > 25 GeV in order to suppress heavy flavor contributions, and exactly 2 leptons to suppress
W Z contributions with a third lepton.

The expected and observed yields in the Base selection are shown in Table I and Table II

V. DATA MODELING

The geometric and kinematic acceptance for the WW, WZ, ZZ, W+, W+jets, and tt processes are determined
using a Monte Carlo calculation of the collision followed by a GEANT3-based simulation of the CDF II detector [10]



TABLE I: Expected and Observed Yields for Higgs at 10 different mass points in the Fit Region

Higgs Mass (GeV)
Category|110 120 130 140 150 160 170 180 190 200

ce 01 03 06 09 1.2 1.4 1.4 1.1 0.8 06
ep 0.2 06 1.3 20 2.6 3.1 3.0 2.5 1.8 1.4
b 01 02 0.5 08 1.1 1.3 1.3 1.0 0.7 0.6

e trk 0.0 0.2 04 0.7 09 1.2 1.2 1.0 0.7 0.6
w trk 0.0 0.1 02 04 0.6 0.8 0.7 0.6 0.4 0.3
Total 04 13 3.0 48 64 78 7.6 6.2 44 3.5

TABLE II: Expected and Observed Yields for background in the Fit Region
Base llH ;. Selection

Category | WW WZ ZZ tt DY Wy W+jets| Total |Data
ee 46.6 5.3 8.2 2.9 26.6 27.2 22.81140 +12| 144
epn 110.1 3.2 0.5 7.0 22.5 23.8 2411191 +£17| 191
np 36.0 41 6.7 2.717.6 0.0 31| 70 + 6| 58
e trk 378 2.6 33 26 103 6.5 10.9| 74 £ 6| 80
b trk 206 1.6 23 15 53 1.1 58| 38 £ 3 49
Total 251.0 16.9 20.9 16.8 82.2 58.5 66.6|513 +41| 522

response. The Monte Carlo generator used for WW is MC@NLO [11], for WZ, ZZ, and tt it is PYTHIA [12], for
W it is the generator described in [13]. We use the CTEQS5L parton distribution functions (PDFs) to model the
momentum distribution of the initial-state partons [14].

A correction of up to 10% per lepton is applied to the simulation based on measurements of the lepton reconstruction
and identification efficiencies in data using Z decays. A further correction is applied to the W+~ background estimate
using a measurement of the photon conversion veto efficiency in data. Trigger efficiencies are determined from W — ev
data for electrons and from Z — putpu~ data for muons.

The background from W +jets is estimated from a sample of events with an identified lepton and a jet that is
required to pass loose isolation requirements and contain a track or energy cluster similar to those required in the
lepton identification. The contribution of each event to the total yield is scaled by the probability that the jet is
identified as a lepton. This probability is determined from multijet events collected with a set of jet-based triggers.
A correction is applied for the small real lepton contribution using single W and Z boson Monte Carlo simulation.

VI. EVENT PROBABILITY CALCULATION

In order to separate the Higgs from other backgrounds we use an event-by-event calculation of the probability
density Py, (z.ps) for a mode m which is either 10 different Higgs hypothesis, WW, ZZ, W~ or W parton:

1 dop (y)
Pp(x = m G(z d 1
m( obs) <om > dy 6(3/) ( obs;y) Y ( )
where
Tobs are the observed “leptons” and E_’T,
Y are the true lepton four-vectors (include neutrinos),
oth is leading-order theoretical calculation of the cross-section for mode m,
e(y) is total event efficiency X acceptance

G(zops,y) is an analytic model of resolution effects, and
1

-— is the normalization.
<om>

The function €(y) describes the probabilities of a parton level object (e, u, v or parton) to be reconstructed as the
seven lepton categories. The efficiency function is purely from Monte Carlo for e or g but a combination of Monte
Carlo and data-driven measurements described in section V is applied for v or parton. The event probability densities
are used to construct a discriminant:

PH(mobs)

LR(Z'obs) = Pr(zops) + Eikipj(mobs),




where H is one of the Higgs mass hypothesis, k; is the expected fraction for each background and ¥;k; = 1. Figure 1
shows the likelihood ratio discriminator for mpyg = 160 GeV/c?. The dilepton pairs are categorized into two categories,
highS/B and lowS/B, based on signal to background ratios. Because of the missing neutrinos in the final state, the
integral in Equation 1 integrates out the unobserved degrees of freedom (DOF) reducing the 12 DOF in y to the eight
measured DOF.

CDF Run Il Preliminary [Ldt=1910" CDF Run Il Preliminary [Ldt=1910"
g 140]— 0% m, (160) odata @it g_ — 10b>< my, (160) odata [t
o (a) Oww  @Ewy o 100, (b) Oww  @Ewy
& 120 Owz  Ow+jets 2 Owz  Owsjets
S mzz [Oby S | mzz [Oby
& 100- : o SO 5
801 : 60- :
40
20 R W, iow ey
0 0.2 0.4 0.6 0.8 1 0 0.2 0.4 0.6 0.8 1
LR (H-WW, high S/B) LR (H-WW, low S/B)
FIG. 1: Distribution of the LR = PH;’% Likelihood Ratio for (a) high S/B (b) low S/B for mm = 160 GeV/c>.

VII. SYSTEMATICS

Systematic uncertainties associated with the Monte Carlo simulation affect the Higgs, WW, WZ, ZZ, W~, DY
and #t simulations similarly. The uncertainties from the lepton selection and trigger efficiency measurements are
propagated through the analysis, giving uncertainties of 1.1% — 2.2% and 0.3% — 0.8% for the respective efficiencies of
the different signal and background processes. The uncertainties on the WW, W+ and tf cross sections are assigned
to be 10% [15], 10% [13], 5% [16] , and 15% [17, 18], respectively. For the W+~ background contribution, there is an
additional uncertainty of 20% from the detector material description and conversion veto efficiency.

We assign an uncertainty due to higher order effects in WW a half of the difference between the leading-order
(PYTHIA-based [12]) and next-to-leading order (MC@QNLO [11]) acceptance. All the other processes are only
simulated at leading-order and scaled by a k-factor to the NLO cross-sections. For these modes we assign the full
difference observed in WW which is a 10% uncertainty. For Drell-Yan, which has been studied extensively at CDF
and the simulation has been tuned to reproduce the kinematic distributions in data, we reduce this assignment to
5%. The detector acceptance variation due to PDF uncertainties is assessed to be 2% using the 20 pairs of PDF sets
described in [19].

The systematic uncertainty on the W+jets background is determined from differences in the measured probability
that a jet is identified as a lepton for jets collected using different jet Er trigger thresholds. These variations correspond
to changing the parton composition of the jets and the relative amount of contamination from real leptons.

The K resolution modeling uncertainty is determined from comparisons of the data and the Monte Carlo simulation
in a sample of dilepton events. For WW, WZ, ZZ — llvp, and tt production, where it is an observed particle that
produces the observed B, we determined the uncertainty to be 1%. The uncertainty due to the F; modeling for the
Drell-Yan background is much larger (25%) than for other final states because it depends on the non-Gaussian tails
of the resolution function. The individual contribution to the systematics are summarized in Table III.

The signal and background estimates obtained from simulation have an additional 6% uncertainty originating from
the luminosity measurement [20].



TABLE III: Systematics. The additional 6% uncertainty due to luminosity measurement is not in the table.

Fractional Uncertainty (%)

WW|WZ|ZZ| tt |DY | W~y |W +jets|Higgs
ET Modeling 1.0 | 1.0 | 1.0 | 1.0 {20.0 1.0 - 1.0
Conversions - - - - - 120.0 - -
NLO Acceptance | 5.5 [10.0|10.0|10.0| 5.0 {10.0 - 10.0
Cross-section 10.0 ({10.0|10.0{15.0| 5.0 |10.0 - -
PDF Uncertainty| 1.9 | 2.7 | 2.7 |21 | 41| 2.2 - 2.2
Lepld £1o 15 |14 (1315|1512 - 1.5
Trigger Eff 21 |21(21(20(34|70]| - 3.3
Total 11.9|14.7(14.6(18.4{21.9(25.6| 22.5 10.9

VIII. CROSS-CHECKS

In order to validate the data modeling, we use four control regions which test different aspects of the data modeling.
The sample size of control regions are defined to be large enough to make statistically meaningful tests. The Drell-
Yan region is the candidate selection without the ETspeC and Hr g, requirements, so that a large number of the
Drell-Yan event are accepted and is a high statistics tests of the acceptance, lepton id efficiency, and trigger efficiency
calculations. The Base region selection with the opposite sign requirement reversed is called the same-sign region
and tests the modeling of the jet and photons misidentified as leptons which dominate the region. To test the B,
modeling we define two regions which are dominated by E-resolution tail of the Drell-Yan process. These are the
Low—ETSpec region which is the [lv7 selection, but with 15 < ETspec < 25 GeV instead of M ET spec > 25 GeV and

the Low-Hr g, region which is llv7 selection with the Hr g, requirement reversed so thatHr g, < 2.5 GeVz. The
yields in all four control regions are shown in Tables IV-VII.

TABLE IV: Expected and Observed Yields in the Drell-Yan Channel
Drell-Yan Control Region

Category | WW WZ ZZ tt DY Wy W+jets Total Data
ee 4.6 259 32.2 0.9 69849.0 1.2  304.1| 70200 £ 7700| 67962
ep 44 0.1 0.0 0.8 54.9 0.3 14.8 7 £ 9 68
JTyn 4.3 21.7 28.6 0.9 56363.8 0.0 195.4| 56600 + 5100| 54562
e trk 42 84108 0.8 21609.8 0.4 320.1| 22000 =+ 3500 20307
w trk 26 7.5 9.705 18830.1 0.0 174.5| 19000 £ 1800| 18081
Total 20.2 63.5 81.3 3.9 166707.6 1.9 1008.9|168000 =+18000|160980

TABLE V: Expected and Observed Yields in the Same-Sign Channel
Same-Sign I}, Control Region

Category | WW WZ ZZ tt DY Wy W+jets| Total |Data
ee 29 1.5 0.6 0.1 2.1 26.7 22.4| 56 £+ 8| 59
en 3.5 31 0302 55 251 19.8] 87 £ 8| 71
np 00 1.1 0.20.0 0.1 0.0 1.7 3 £1 4
e trk 1.2 11 0201 1.1 64 6.3| 16 £ 2 21
p trk 00 0.6 010.0 03 1.1 31 5 £0 6
Total 76 73 1.3 04 9.1 59.3 53.4|138 £19| 161

IX. LIKELIHOOD RATIO TEST

Other than yield validation in control regions, we also validate the input variables for event probability calculation in
Base region. Figure 2 shows the one dimensional distributions for each variable and x? and Kolmogorov-Smirnov(KS)
Tests are both presented.

In analogy to the likelihood ratio discriminator variable we use for separating Higgs events from background, we
can define discriminants for each of the background hypotheses. Figure 3 shows the distributions of these LR variables
for the three dominant background distributions with the data overlayed. The overall agreement between data and



TABLE VI: Expected and Observed Yields in the Low- .. Channel
Low Hr, High Hr_ . Control Region

Category |[WW WZ ZZ tt DY W~y W+jets| Total [Data
ee 3.7 1.0 1.0 04 33.7 24 46| 47 £ 7| 40
epn 60 03 0105 310 1.7 34| 43 £ 7| 31
W 2.8 0.7 0.804 285 0.0 09| 34 + 6| 33
e trk 3.1 05 0403 354 0.5 29| 43 + 8| 38
p trk 1.8 03 0302 7.8 0.1 1.0 11 £ 2 9
Total 174 2.6 2.7 1.8 136.5 4.7 12.8(179 30| 151

TABLE VII: Expected and Observed Yields in the Low-# ;;, Channel
High B, Low By ;. Control Region

Category |[WW WZ ZZ tt DY W~ Wjets| Total |Data
ee 29 05 0502178 24 3.4|128 +4| 26
e 0.0 0.0 0.00.0 0.0 0.0 0.0] 0 0 0
pp 2.3 0.4 050.2106 0.0 0.5|14 +£2| 13
e trk 25 0.2 0202 65 06 1.0{11 *1| 11
ptrk 14 01 0201 38 0.1 06| 6 %1 5
Total 9.1 13 1.4 0.8 38.7 3.1 5460 £9| 55

expectations gives us confidence that the background models accurately describe the distribution of the data across
phase space.
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M _H(GeV/c?) 110 | 120 | 130 | 140 | 150 | 160 | 170 | 180 | 190 | 200
osm(HWW)(pb)|[0.057(0.134]0.230{0.312{0.358 |0.388(0.344{0.2780.194 | 0.155
median(pb) 39129 24|22 |18 |12 |11 |13 |14 |15
Observed(pbd) 48 | 28 |16 | 15|11 |08 | 08| 08| 14| 1.9
+20/0sm 139.4|45.1 ({21.0|13.7|104 | 6.1 | 6.5 | 9.1 | 13.7| 19.5
+lo/osu 96.4 1317|152 | 96 | 7.3 | 44 | 45 | 6.5 | 10.2 | 14.1
median/osu 69.0 217|107 6.9 | 5.2 | 3.1 | 3.2 | 46 | 7.1 | 9.7
-lo/sigmasm 489|154 | 7.7 | 5.0 | 3.7 | 22 | 23 | 3.2 | 5.0 | 6.9
-20/osm 369 (11.2| 58 | 38 | 29 |16 | 1.7 | 24 | 3.8 | 5.2
Observed/osm 83.0({209| 70 |47 |32 ] 20| 24|30 70 (116

TABLE VIII: Expected and Observed Limit for Higgs at 1.9 fb~' with Systematics (the ratios include the uncertainty on
O'SM)-

X. RESULTS

In order to determine the cross-section and sensitivity of the Higgs signal, we perform a binned maximum likelihood
fit over likelihood ratio discriminator. All the signals and backgrounds are allowed to float in the fit, but the ratio
of signals in the two channels and all of the backgrounds are constrained to their expectations with a set Gaussian
constraints which implement all of the assumed correlations between the systematics uncertainties. The total signal
yield is allowed to float.

The 95% CL limit is determined with a set of 1000 Monte Carlo background-only experiments based on the expected
yields varied by the assigned systematics. Again the correlations between the systematics for different backgrounds
are included. For each experiment a test statistic is formed from the difference in the likelihood value with the
background-only model and with the signal yield at the best fit value. The observed 95% C.L. limit for myg = 160
GeV/c? is 2.183pb which is 2.0 times the Standard Model prediction at NNLL level[3] while the median of expected
limit is 3.1%.

XI. SUMMARY

We have searched for Standard Model Higgs decay to WW™ in the llvv final state using the Matrix Element
methods. The observed 95% C.L. limit compares well with the expected limit as shown in Table VIII, as well as
Figure 4. We see no sign of a significant excess or deficit at any Higgs mass.
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FIG. 4: The ratio of 95% C.L.production cross section limit to Standard Model calculation in NNLL level for 10 different Higgs
mass.



